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The Kuramoto model provides a concrete mathematical realization of emergent synchrony in a population of phase-

coupled oscillators. Since Kuramoto’s publication, Oscillations, Waves, and Turbulence, researchers have worked

to better characterize solution dynamics. In this paper, we combine the method of characteristics with an iterative

technique to prove existence and uniqueness of solutions to the continuum version of the Kuramoto model in the special

case where oscillators are identical and characterize the oscillator density in terms of a limiting projected characteristic.

The model characterization, in turn, provides for global asymptotic analysis of the system via sub and super solutions.

We believe the unique approach to model analysis developed here has the potential to yield novel results on other more

complex versions of the extensively studied Kuramoto model.

I. BACKGROUND

The Kuramoto model was proposed in 1975 by Dr. Yoshiki

Kuramoto as a concrete mathematical representation of emer-

gent synchrony in a network of coupled oscillators1. More

specifically, the Kuramoto model describes the synchroniza-

tion of globally coupled phase oscillators, where coupling be-

tween oscillator pairs is proportional to the sine of their phase

difference. Oscillator coupling is uniform in the sense that the

constant of proportionality is uniform throughout the popu-

lation. In addition, the population is characterized by a dis-

tribution of natural velocities. In2 Kuramoto posited the ex-

istence of uniformly distributed (desynchronized) and trav-

elling wave (partially-synchronized) asymptotic solutions for

the continuum version of the model and discerned conditions

for the synchronization-desynchronization transition in terms

of the model coupling strength. He considered the nature of

the bifurcation at the critical value for the coupling strength,

however, the analysis proved difficult2. Additional results

were obtained by Dr. John Crawford3. Through the use of

center manifold theory and linear analysis, Crawford studied

the stability of solutions to the Kuramoto model4,5. Then,

in 2008, Dr. Edward Ott and Dr. Thomas Antonsen devel-

oped an ansatz for model solutions in case the initial condi-

tions satisfy a geometric Fourier series. They also developed

an exact, closed form solution to the Kuramoto model given

a Lorentzian distribution of natural velocities. Thus, Ott and

Antonsen provided existence of solutions to the model under

some assumptions on the initial data. Their ansatz is well-

studied and has been used to develop numerical results in

physical mathematics6.

Here we study solutions to the continuum version of the

Kuramoto model with identical oscillators. Our method

differs from that of Ott and Antonsen in that it is based on

the method of characteristics for solving first order partial

differential equations. We characterize the oscillator density

in terms of limiting characteristics, and characterize the

asymptotic behavior of solutions, showing the synchronous

state is globally, asymptotically stable. Although our results

are specific to the case of identical natural velocities, we

anticipate our methods will extend to the case of distributed

natural velocities as well.

After writing this paper, we learned of closely related work

by Chiba et al.7,8. Indeed, the solution characterization pre-

sented here was previously derived by Chiba et al. as a

weak solution formula7 in the more general case of distributed

natural velocities (i.e., nonidentical oscillators). This solu-

tion formula was subsequently used to prove the Kuramoto

conjecture8, which includes a local stability analysis of the

model’s trivial and synchronous solutions.

II. MODEL EXPOSITION

In this paper we consider the continuum version of the Ku-

ramoto model:

∂ρ

∂ t
(t,θ ,ω) =− ∂

∂θ
ρ(t,θ ,ω)ω (1)

− ∂

∂θ

(

kρ(t,θ ,ω)
∫ 2π

0

∫

R

ρ(t, θ̂ ,ω̂)γ(ω̂)sin(θ̂ −θ )dω̂dθ̂

)

ρ(0,θ ,ω) =ρ0(θ ,ω), (2)

where (t,θ ,ω) ∈ [0,∞)×R×R and ρ(t,θ ;ω) is the 2π-

periodic (in θ ) probability density function for a population of

oscillators, ω represents a natural velocity, γ(ω) is the prob-

ability density function of the oscillator natural velocities, θ
represents an angle, t represents time, and k determines the

coupling strength. In particular,

∫ b

a
γ(ω) dω (3)

gives the probability that an oscillator has natural velocity be-

tween a and b, and since gamma is a probability density func-
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tion,

∫ ∞

−∞
γ(ω) dω = 1. (4)

Also,

∫ ∞

−∞
ρ(t,θ ,ω)γ(ω) dω (5)

gives the probability density of oscillator angles at time t, so

that for 0 ≤ a ≤ b,

∫ b

a

∫ ∞

−∞
ρ(t,θ ,ω)γ(ω) dω dθ (6)

gives the probability an oscillator has an angle between a and

b at time t, and

∫ 2π

0

∫ ∞

−∞
ρ(t,θ ,ω)γ(ω) dω dθ = 1. (7)

Note in addition, since the solution is 2π-periodic, the cou-

pling term

∫ 2π

0

∫ ∞

−∞
ρ(t, θ̂ ,ω)γ(ω)sin(θ̂ −θ ) dω dθ̂ (8)

is equal to

∫ ( j+1)2π

j2π

∫ ∞

−∞
ρ(t, θ̂ ,ω)γ(ω)sin(θ̂ −θ ) dω dθ̂ (9)

where j2π ≤ θ ≤ ( j+1)2π , j ∈ Z. Hence the model behaves

as if oscillators are only coupled to those near them.

In this first paper, we show existence and uniqueness of

continuously differentiable solutions of a simplified model

where all oscillators have a single natural velocity, i.e. ω ≡ 0.

Under this assumption, the model conditions become

∂ρ

∂ t
(t,θ ) =− ∂

∂θ

(

kρ(t,θ )
∫ 2π

0
ρ(t, θ̂ )sin(θ̂ −θ ) dθ̂

)

, (10)

ρ(0,θ ) = ρ0(θ ), (11)

∫ 2π

0
ρ0(θ ) dθ = 1 (12)

ρ0(θ ) = ρ0(θ +2π), (13)

where (t,θ ) ∈ [0,∞)×R. Note that condition (12) stipulates

that ρ0 is a probability density function, and condition (13)

stipulates that ρ0 is 2π-periodic. We would like ρ to share

these properties.
It will be useful to write (10) as

∂ρ

∂ t
(t,θ ) =−∂ρ

∂θ
(t,θ )

(

k

∫ 2π

0
ρ(t, θ̂)sin(θ̂ −θ )dθ̂

)

+ρ(t,θ )

(

k

∫ 2π

0
ρ(t, θ̂ )cos(θ̂ −θ )dθ̂

)

, (14)

where we have differentiated through the integral in (10) with

respect to θ .

III. EXISTENCE OF SOLUTIONS

We seek to show the existence of a nonnegative, global, so-

lutions of (10)-(13). In so doing, we assume the initial data,

ρ0(θ ), is a nonnegative, C2, 2π-periodic probability density

function. We employ an iterative method involving an approx-

imating sequence, characterize the elements of the sequence,

and establish convergence to a solution.

We consider the following approximating sequence

∂ρn+1

∂ t
(t,θ ) =− ∂ρn+1

∂θ
(t,θ )

(

k

∫ 2π

0
ρn(t, θ̂ )sin(θ̂ −θ )dθ̂

)

+ρn+1(t,θ )

(

k

∫ 2π

0
ρn(t, θ̂ )cos(θ̂ −θ )dθ̂

)

(15)

where ρn+1 satisfies the initial condition

ρn+1(0,θ ) = ρ0(θ ). (16)

First we show that if ρn is C2, non-negative, and 2π-periodic,

there exists a global solution to equation (15). Note that (15)

is a first order, linear, 2π-periodic differential equation, hence

we will employ the method of characteristics.

Let

Fn(x,y,z, p,q) :=p+ q

(

k

∫ 2π

0
ρn(x, θ̂ )sin(θ̂ − y)dθ̂

)

(17)

− z

(

k

∫ 2π

0
ρn(x, θ̂ )cos(θ̂ − y)dθ̂

)

, (18)

so (15) can be expressed as

Fn

(

t,θ ,ρn+1,
∂ρn+1

∂ t
,

∂ρn+1

∂θ

)

= 0. (19)

The characteristic equations associated with (15) are

ẋn+1(s) = 1, (20)

ẏn+1(s) = k

∫ 2π

0
ρn(xn+1(s), θ̂)sin(θ̂ − yn+1(s))dθ̂ , (21)

żn+1(s) = zn+1(s)k
∫ 2π

0
ρn(xn+1(s), θ̂)cos(θ̂ − yn+1(s))dθ̂ , (22)

together with

ṗn+1(s) =−qn+1(s)k
∫ 2π

0

∂

∂x
ρn(xn+1(s), θ̂ )sin(θ̂ − yn+1(s))dθ̂ ,

+zn+1(s)k
∫ 2π

0

∂

∂x
ρn(xn+1(s), θ̂)cos(θ̂ − yn+1(s))dθ̂ (23)

+pn+1(s)k
∫ 2π

0
ρn(xn+1(s), θ̂)cos(θ̂ − yn+1(s))dθ̂ ,

q̇n+1(s) =2qn+1(s)k
∫ 2π

0
ρn(xn+1(s), θ̂ )cos(θ̂ − yn+1(s))dθ̂

+zn+1(s)k
∫ 2π

0
ρn(xn+1(s), θ̂ )sin(θ̂ − yn+1(s))dθ̂ . (24)

In deriving the characteristic equations, we have used the fol-
lowing expressions for the partial derivatives of F with respect
to x,y and z, which are found by differentiating through the
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associated integrals with respect to x (using the fact that ρn is

C2).

(Fn)x =qn+1k

∫ 2π

0

∂

∂x
ρn(xn+1, θ̂)sin(θ̂ −yn+1)dθ̂

−zn+1k

∫ 2π

0

∂

∂x
ρn(xn+1, θ̂ )sin(θ̂ −yn+1)dθ̂ , (25)

(Fn)y =−qn+1k

∫ 2π

0
ρn(xn+1, θ̂ )cos(θ̂ −yn+1)dθ̂

−zn+1k

∫ 2π

0
ρn(xn+1, θ̂)sin(θ̂ −yn+1)dθ̂ , (26)

(Fn)z =−k

∫ 2π

0
ρn(xn+1, θ̂ )cos(θ̂ −yn+1)dθ̂ . (27)

We show that the system of equations (20)-(22) has a

unique global solution under any initial data. However, for

the purpose of solving (15) subject to (16), the following ini-

tial data are of interest:

(xn+1(0),yn+1(0),zn+1(0)) = (0,θ0,ρ0(θ0)) (28)

Eventually we will need initial data for the p and q compo-

nents as well, but these initial conditions will be specified

later. For convenience, we will denote solutions of (20)-(22)

subject to initial data

(xn+1(s0),yn+1(s0),zn+1(s0)) = (x0,y0,z0) (29)

as

Xn+1(s;s0,X0) = (xn+1(s;s0,X0),yn+1(s;s0,X0),zn+1(s;s0,X0)), (30)

where

X0 = (x0,y0,z0), (31)

and solutions of (20)-(22) subject to (28) by

Xn+1(s;θ0) = (xn+1(s;θ0),yn+1(s;θ0),zn+1(s;θ0)). (32)

Lemma 1. If ρ0(θ ) and ρn(t,θ ) are C2 in all arguments,

then there exists a unique, global solution, Xn+1(s;s0,X0) =
(xn+1(s;s0,X0),yn+1(s;s0,X0),zn+1(s;s0,X0)), to (20)-(22)

subject to the initial conditions of (29). Moreover,

Xn+1(s;s0,X0) is C2 with respect to all arguments.

Proof. Let Gn+1(s,x,y,z) be defined by the right hand side of

(20)-(22). We will refer to the components of Gn+1 as [Gn+1]i,
i = 1,2,3, and we will restrict the values of s to a compact in-

terval [0,T ]. Note that the characteristics equations can be

solved in sequence. The unique, global solution to (20) satis-

fying the first component of (29) is

xn+1 = s+ x0, (33)

which is clearly C2 in all arguments. Substituting xn+1(s) =
s + x0 into (21) gives a differential equation for yn+1 in s

and yn+1 alone. Since sine is smooth and its derivative is

bounded, [Gn+1]2 is continuously differentiable with respect

y and its derivative with respect to y is uniformly bounded for

(s,y) ∈ [0,T ]×R. In particular, [Gn+1]2 is uniformly Lips-

chitz continuous with respect to y on [0,T ]×R. Hence, there

exists a unique, C1, global (i.e. defined for all s ∈ R) solution

of (20)−(21) satisfying the first two components of (29) (See

Theorem 2.2, p.38 and Corollary 2.6, p.41 of9).

With xn+1 and yn+1 in hand, (22) can be solved by separa-

tion of variables. This gives a continuously differentiable and

global solution:

zn+1(s;s0,X0) = z0e
k
∫ s

s0

∫ 2π
0 ρn(τ ,θ̂)cos(θ̂−yn+1(τ ;s0,X0))dθ̂ dτ

. (34)

Note that zn+1(s,s0,X0) 6= 0 provided z0 6= 0 and

zn+1(s,s0,X0)≡ 0, provided z0 = 0.

Thus, unique C1 functions xn+1(s;s0,X0),yn+1(s;s0,X0)
and zn+1(s;s0,X0) satisfying (20)− (22), subject to (29), ex-

ist for all s. Moreover, since our assumptions on ρn make

Gn+1(s,x,y,z) C2 in all arguments, the solution,

Xn+1(s;s0,X0) = (xn+1(s;s0,X0),yn+1(s;s0,X0),zn+1(s;s0,X0)), (35)

of (20)− (22), subject to (29) is, in fact, C2 with respect

to all arguments (See theorem 2.10, p.46 of9). In particular,

xn+1(s;s0,X0),yn+1(s;s0,X0) and zn+1(s;s0,X0) are differen-

tiable with respect to the initial conditions, s0 and X0.

Note, that the solution Xn+1(s,X0) =
(xn+1(s,X0),yn+1(s,X0),zn+1(s,X0)) of (20) − (22), sub-

ject to (28), satisfies x(s) = s, and

zn+1(s;θ0) = ρ0(θ0)e
k
∫ s

0

∫ 2π
0 ρn(τ,θ̂)cos(θ̂−yn+1(τ;θ0))dθ̂ dτ .(36)

In particular, since ρ0 is nonnegative, so is zn+1(s;θ0).
By the existence and uniqueness established in Lemma 1,

if we define φn : R2 → R
2 by φn(s,θ0) = (s,yn+1(s;θ0)) then

φn is onto and invertible with φ−1
n (s,θ ) = (s,yn+1(0;s,θ )). In

fact, we have the following corollary:

Corollary 1. If ρ0(θ ) and ρn(t,θ ) are C2 in all arguments

then there exists a C2 solution of (15) together with (16) on

[0,T ]×R.

Proof. As we have just noted, the mapping φn : R2 → R
2

which carries (s,θ0) to (s,yn+1(s;θ0)), where yn+1(s;θ0)
is the unique solution of (21) subject to yn+1(0) =
θ0, is both onto R

2 and one-to-one, and hence in-

vertible. Moreover, by Lemma 1, φn is C2. In

fact,
∂φn

∂ s
(s,θ0) = (1, [Gn+1]2(s,yn+1(s;θ0)), and

∂φn

∂θ0
(s,θ0) =

(0,exp
(

∫ s
0

∂ [Gn+1]2
∂yn+1

(ν,yn+1(ν;θ0))dν
)

. Hence, the Jacobian

of φn,

∣

∣

∣

∣

∣

1 0

[Gn+1]2(s,yn+1(s;θ0)) exp
(

∫ s
0

∂ [Gn+1]2
∂ yn+1

(ν ,yn+1(ν ;θ0))dν
)

∣

∣

∣

∣

∣

=

exp

(

∫ s

0

∂ [Gn+1]2
∂yn+1

(ν ,yn+1(ν ;θ0))dν

)

, (37)

is nonzero (since
∂ [Gn+1]2

∂yn+1
(ν,yn+1v(ν;θ0)) is bounded for

ν ∈ [0,s]). Hence, by the inverse function theorem10, φ−1
n



On solutions to the continuum version of the Kuramoto model with identical oscillators 4

is C2 at each point in R
2. Moreover, we can calculate the total

derivative of φ−1
n at (s,θ ) as

Dφ−1
n =

1

exp
(

∫ s
0

∂ [Gn+1]2
∂yn+1

(ν,yn+1(ν;θ0))dν
)

×
[

exp
(

∫ s
0

∂ [Gn+1]2
∂yn+1

(ν,yn+1(ν;θ0))dν
)

0

−[Gn+1]2(s,yn+1(s;θ0)) 1

]

(38)

where θ0 = yn+1(0;s,θ ). Using (38), we see that

ρn+1(s,θ ) := zn+1(φ
−1
n (s,θ )) (39)

is a C2 global solution of (15). Moreover, ρn+1(0,θ0) =
zn+1(φ

−1
n (0,θ0)) = zn+1(0;θ0) = ρ0(θ0).

Note also, the proof of Corollary 1 shows that Dφ−1
n is uni-

formly bounded on [0,T ]×R since since ρn is bounded on

[0,2π ]. In fact, if ρn is normalized on [0,2π ],

∣

∣

∣

∣

∣

∣

1

exp
(

∫ s
0

∂ [Gn+1]2
∂yn+1

(ν,yn+1(ν;θ0))dν
)

∣

∣

∣

∣

∣

∣

≤ ekT . (40)

Hence, φ−1
n is uniformly continuous.

Corollary 2. If ρn is a C2 solution of (15) together with (16)

on [0,T ]×R, then
∂ρn+1

∂ t
(φn(t,θ0)) and

∂ρn+1

∂θ (φn(t,θ0)) sat-

isfy the characteristic equations (23) and (24) together with

the initial data

pn+1(0;θ0) =− ∂ρ0

∂θ
(θ0)

(

k

∫ 2π

0
ρ0(θ̂)sin(θ̂ −θ0) dθ̂

)

+ρ0(θ0)

(

k

∫ 2π

0
ρ0(θ̂)cos(θ̂ −θ0) dθ̂

)

, (41)

qn+1(0;θ0) =ρ ′
0(θ0), (42)

respectively. That is
∂ρn+1

∂ t
(t,θ ) = pn+1(φ

−1
n (t,θ )) and

∂ρn+1

∂θ (t,θ ) = qn+1(φ
−1
n (t,θ ))

Proof. See Theorem 1, page 99 of10.

Lemma 3. If ρn and ρ0 are nonnegative and 2π-periodic in

θ , and if
∫ 2π

0 ρn(t,θ )dθ = 1, then

i ρn+1(t,θ )≥ 0.

ii ρn+1(t,θ ) is 2π-periodic in θ .

iii
∫ 2π

0 ρn+1(t,θ )dθ = 1.

Proof.

i. Since ρn+1(t,θ ) = zn+1(φ
−1
n (t,θ )), where zn+1 denotes the

third component of the solution of (20)− (22) under the

initial data (0,yn+1(0),zn+1(0)) = (0,θ0,ρ0(θ0)), by (36),

ρn+1(t,θ )≥ 0, provided ρ0(θ )≥ 0.

ii. Given any t and θ , we evaluate ρn+1(t,θ ) and

ρn+1(t,θ + 2π) using characteristics. First note that if

(s,yn+1(s;θ0)) is the unique characteristic curve through

(t,θ ), i.e. if yn+1(t;θ0) = θ , then (s,yn+1(s;θ0)+ 2π) is the

unique characteristic curve through (t,θ + 2π). That is,

(s,yn+1(s;θ0 + 2π)) = (s,yn+1(s;θ0)+ 2π). Indeed,

d

ds
(yn+1(s;θ0 +2π)) = k

∫ 2π

0
ρn(s, θ̂ )sin(θ̂ − yn+1(s;θ0 +2π))dθ̂ (43)

d

ds
(yn+1(s;θ0)+2π) = k

∫ 2π

0
ρn(s, θ̂ )sin(θ̂ − yn+1(s;θ0))dθ̂ (44)

= k

∫ 2π

0
ρn(s, θ̂ )sin(θ̂ − yn+1(s;θ0)+2π)dθ̂ (45)

That is yn+1(s;θ0 + 2π) and yn+1(s;θ0)+ 2π solve the same

initial value problem. By uniqueness,

yn+1(s;θ0 + 2π) = yn+1(s;θ0)+ 2π . (46)

In other words, yn+1(s;θ0) mod 2π is 2π-periodic (in θ ).

Since cosine and ρ0 are 2π-periodic in θ . From this

observation and (36), we see that

zn+1(s;θ0) = zn+1(s;θ0 + 2π) for all s. Finally, given

(t,θ ) ∈ [0,T ]×R there exists θ0 so that y(t;θ0) = θ . Hence,

ρn+1(t,θ ) = zn+1(t;θ0) (47)

= zn+1(t;θ0 + 2π) (48)

= ρn+1(t,yn+1(t;θ0 + 2π)) (49)

= ρn+1(t,yn+1(t;θ0)+ 2π) (50)

= ρn+1(t,θ + 2π) (51)

iii. Recall (15) can be expressed as

∂ρn+1

∂ t
(t,θ ) =− ∂

∂θ

(

kρn+1(t,θ )
∫ 2π

0
ρn(t, θ̂ )sin(θ̂ −θ )dθ̂

)

. (52)

Integrating both sides with respect to θ from 0 to 2π , we get

∂

∂ t

∫ 2π

0
ρn+1(t,θ)dθ =−

(

kρn+1(t,θ)

∫ 2π

0
ρn(t, θ̂)sin(θ̂ −θ)dθ̂

)θ=2π

θ=0

= 0. (53)

Thus
∫ 2π

0 ρn+1(t,θ )dθ is constant with respect to t, and so

by our assumptions on ρn, (iii) holds.

Corollary 3. If ρn(t,θ ) is a continuous then a C1 solution of

(15) together with (16) on [0,T ]×R is unique.

Proof. Suppose u1(t,θ ) and u2(t,θ ) are C2, solutions of (15)

and (16) on [0,T ]×R, where ρn(t,θ ) is 2π-periodic in θ .

Then, by Lemma 3, u1(t,θ ) and u2(t,θ ) are 2π-periodic in

θ . Consider the integral of the difference of these solutions

squared with respect to θ . Differentiating with respect to t we

find

d

dt

∫ 2π

0
(u1 −u2)

2(t,θ) dθ =

∫ 2π

0
2(u1 −u2)(t,θ)

∂ (u1 −u2)

∂ t
(t,θ) dθ

=−2k

∫ 2π

0
(u1 −u2)

∂ (u1 −u2)

∂ θ
(t,θ)

∫ 2π

0
ρn(t, θ̂)sin(θ̂ −θ)dθ̂ dθ

+2k

∫ 2π

0
(u1 −u2)

2(t,θ)
∫ 2π

0
ρn(t, θ̂)cos(θ̂ −θ) dθ̂ dθ

=− k

∫ 2π

0

∂ (u1 −u2)
2

∂ θ
(t,θ)

∫ 2π

0
ρn(t, θ̂)sin(θ̂ −θ)dθ̂dθ (54)

+2k

∫ 2π

0
(u1 −u2)

2(t,θ)

∫ 2π

0
ρn(t, θ̂)cos(θ̂ −θ)dθ̂dθ . (55)
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Then, through use of integration by parts on (54)

µ = k

∫ 2π

0
ρn(t, θ̂ )sin(θ̂ −θ )dθ̂ (56)

dµ =−k

∫ 2π

0
ρn(t, θ̂ )cos(θ̂ −θ )dθ̂dθ (57)

dλ =−∂ (u1 − u2)
2(t,θ )

∂θ
dθ (58)

λ =−(u1 − u2)
2(t,θ ) (59)

Since sine, u1, and u2 are 2π-periodic in θ , µλ
∣

∣

2π

0
= 0, and

(54) reduces to

− k

∫ 2π

0
(u1 − u2)

2(t,θ )

∫ 2π

0
ρn(t, θ̂ )cos(θ̂ −θ ) dθ̂ dθ .

(60)

Thus,

d

dt

∫ 2π

0
(u1 −u2)

2(t,θ) dθ =k

∫ 2π

0
(u1 −u2)

2(t,θ)
∫ 2π

0
ρn(t, θ̂)cos(θ̂ −θ) dθ̂ dθ

≤2kπ‖ρn‖∞

∫ 2π

0
(u1 −u2)

2(t,θ) dθ , (61)

where ‖·‖∞ denotes the supremum on [0,T ]× [0,2π ], and

therefore

∫ 2π

0
(u1−u2)

2(t,θ ) dθ ≡
∫ 2π

0
(u1−u2)

2(0,θ ) dθ = 0. (62)

It follows that C1 solutions to (15) and (16) on [0,T ]×R are

unique.

Now we consider the existence and uniqueness of solutions

pn+1 and qn+1 to the characteristic equations and initial con-

ditions associated with the first derivatives of ρn+1. Since we

have seen that x(s;θ0) = s we replace (23) and (24) with

ṗn+1(s;θ0) =−qn+1(s;θ0)k
∫ 2π

0

∂

∂ s
ρn(s, θ̂ )sin(θ̂ − yn+1(s;θ0)) dθ̂ ,

+zn+1(s;θ0)k
∫ 2π

0

∂

∂ s
ρn(s, θ̂)cos(θ̂ − yn+1(s;θ0)) dθ̂ (63)

+pn+1(s;θ0)k
∫ 2π

0
ρn(s, θ̂ )cos(θ̂ − yn+1(s;θ0)) dθ̂ ,

q̇n+1(s;θ0) =2qn+1(s;θ0)k
∫ 2π

0
ρn(s, θ̂)cos(θ̂ − yn+1(s;θ0)) dθ̂

+zn+1(s)k
∫ 2π

0
ρn(s, θ̂ )sin(θ̂ − yn+1(s;θ0)) dθ̂ , (64)

which will be solved subject to (41) and (42).

Lemma 4. If ρ0(θ ) and ρn(t,θ ) are C2 in all arguments, there

exists a unique, continuously differentiable solution to (63)-

(64) subject to initial conditions (41)-(42) on [0,T ]×R.

Proof. Let [Gn+1]4(s, p,q) and [Gn+1]5(s, p,q) be defined by

the right-hand side of (63) and (64), respectively. Since

xn+1(s;s0,X0), yn+1(s,s0,X0), and zn+1(s;s0,X0) are C2 by

Lemma 1, and ρn is C2 in each of its arguments by hypoth-

esis, we see that [Gn+1]5 is C2 in all variables by the Leibniz

Rule. To see that [Gn+1]4 is C2, despite its dependence on
∂ρn

∂ s
, note that in case n = 0, ρn(x, θ̂ ) = ρ0(θ̂ ), so

∂ρn

∂ s
≡ 0, and

[Gn+1]4(s, pn+1,qn+1) reduces to an expression that is clearly

C2 is all variables. In case n ≥ 1,

∂

∂ s
ρn(s, θ̂) =− ∂

∂ θ̂

(

ρn(s, θ̂)k

∫ 2π

0
ρn−1(s,

ˆ̂θ)sin( ˆ̂θ − θ̂)d ˆ̂θ

)

. (65)

Substituting the right hand side of (65) into (63) and integrat-

ing by parts we have,

ṗn+1(s;θ0) =−qn+1(s;θ0)k
∫ 2π

0
ρn(s, θ̂ )cos(θ̂ − yn+1(s;θ0))

∫ 2π

0
ρn−1(s,

ˆ̂θ )sin( ˆ̂θ − θ̂ ) d
ˆ̂θ dθ̂

−zn+1(s;θ0)k
∫ 2π

0
ρn(s, θ̂ )sin(θ̂ − yn+1(s;θ0))

∫ 2π

0
ρn−1(s,

ˆ̂θ )sin( ˆ̂θ − θ̂)d ˆ̂θ dθ̂

+pn+1(s;θ0)k

∫ 2π

0
ρn(s, θ̂ )cos(θ̂ − yn+1(s;θ0)) dθ̂ . (66)

So that [Gn+1]4 is also C2 in p,q and s. In particular, [Gn+1]4
and [Gn+1]5 are linear in p and q and hence uniformly Lip-

schitz continuous on [0,T ]×R
2 with respect to p and q. It

follows that there exists a unique global solution of (63)-(64)

subject to (41)-(42) (See corollary 2.6, p.41 of9). Moreover a

solution of (63)-(64) is C2 with respect to both s and its initial

data, pn+1(0),qn+1(0). Since this data is a continuously dif-

ferentiable function of ρ0(θ0) and
∂ρ0

∂θ (θ0), which are continu-

ously differentiable with respect to θ0, we see that the solution

of (63)-(64) subject to (41)-(42) is continuously differentiable

with respect to s and θ0.

Alternatively, we can give an explicit formula for the solu-

tion of (63)-(64) subject to (41)-(42). In particular, the solu-

tion of (64) subject to (42) is

qn+1(t;θ0) =e
∫ t
0

2 fn+1(s;θ0)ds

×
[

∫ t

0
gn+1(s;θ0)zn+1(s;θ0)e

−∫ s
0

2 fn+1(ν;θ0)dν
ds+ρ ′

0(θ0)

]

(67)

=zn+1(t;θ0)
2

[

∫ t

0

gn+1(s;θ0)

zn+1(s;θ0)
ds+

ρ ′
0(θ0)

ρ0(θ0)2

]

, (68)

provided zn+1(0;θ0) = ρ0(θ0) 6= 0, where

fn+1(s;θ0) : = k

∫ 2π

0
ρn(s, θ̂ )cos(θ̂ − yn+1(s;θ0))dθ̂

=
∂ [Gn+1]2

∂y
(s,yn+1(s,θ )) (69)

and

gn+1(s;θ0) : = k

∫ 2π

0
ρn(s, θ̂ )sin(θ̂ − yn+1(s;θ0))dθ̂

= [Gn+1]2(s,yn+1(s,θ )), (70)

and, in case zn+1(0;θ0) = ρ0(θ0) = 0,

qn+1(t;θ0) = ρ ′
0(θ0)e

∫ t
0 2 fn+1(s;θ0)ds. (71)

Hence,

pn+1(t;θ0) =e
∫ t

0 fn+1(s;θ0)ds

×
[

∫ t

0
cn+1(s;θ0)e

−∫ s
0 fn+1(ν;θ0)dν ds+ pn+1(0;θ0)

]

(72)

=zn+1(t;θ0)

[

∫ t

0

cn+1(s;θ0)

zn+1(s;θ0)
ds+

pn+1(0;θ0)

ρ0(θ0)

]

. (73)
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where (73) holds provided zn+1(0;θ0) = ρ0(θ0) 6= 0, and

cn+1(s;θ0) =−qn+1(s;θ0)k
∫ 2π

0
ρn(s; θ̂ )cos(θ̂ − yn+1(s;θ0))

∫ 2π

0
ρn−1(s,

ˆ̂θ )sin( ˆ̂θ − θ̂)d ˆ̂θdθ̂

− zn+1(s;θ0)k

∫ 2π

0
ρn(s, θ̂)sin(θ̂ − yn+1(s;θ0))

∫ 2π

0
ρn−1(s,

ˆ̂θ )sin( ˆ̂θ − θ̂ )d ˆ̂θdθ̂

(74)

Now, from (36) and Lemma 2 parts (i) and (iii) we see that

for all θ0,

|zn+1(t;θ0)| ≤ ρ0(θ0)e
kt (75)

|zn+1(t;θ0)| ≥ ρ0(θ0)e
−kt (76)

| fn+1(t;θ0)| ≤ k (77)

|gn+1(t;θ0)| ≤ k (78)

|qn+1(t;θ0)| ≤ |zn+1(t;θ0)
2|
(
∣

∣

∣

∣

∫ t

0

gn+1(s;θ0)

zn+1(s;θ0)
ds

∣

∣

∣

∣

+

∣

∣

∣

∣

ρ ′
0(θ0)

ρ0(θ0)2

∣

∣

∣

∣

)

= e
∫ t

0 2 fn+1(s;θ0) ds

(

ρ0(θ0)
∫ t

0

∣

∣

∣

∣

gn+1(s;θ0)

e
∫ s

0 fn+1(τ;θ0) dτ

∣

∣

∣

∣

ds+
∣

∣ρ ′
0(θ0)

∣

∣

)

≤ e2kt
(

ρ0(θ0)e
kt +

∣

∣ρ ′
0(θ0)

∣

∣

)

zn+1(0) 6= (0) (79)

|qn+1(t;θ0)| ≤ ρ ′
0(θ0)e

2kt , zn+1(0) = (0). (80)

Note that since ρ0 is C2 and 2π-periodic, (75)-(78) provide

a uniform bound, Bz(T ) for ρn+1(t,θ ) = zn+1(φ
−1
n (t,θ )) on

[0,T ]×R. Also, by Corollary 2, (79)-(80) provide a uniform

bound Bq(T ) for
∂ρn+1

∂θ (t,θ ) = qn+1(φ
−1
n (t,θ )) on [0,T ]×R.

That is, {ρn}∞
n=1 and

{

∂ρn

∂θ

}∞

n=1
are uniformly bounded. It

follows from (15) that
∣

∣

∣

∣

∂ρn

∂ t
(t,θ )

∣

∣

∣

∣

≤ k(Bq(T )+Bz(T )), (81)

for all n ∈N and (t,θ ) ∈ [0,T ]×R. Thus we have the follow-

ing lemma:

Lemma 5. The sequence {ρn}∞
n=0 is uniformly bounded and

equicontinuous on [0,T ]×R.

In establishing a global solution of (14), we would like

to show also that
∂ρn

∂ t
and

∂ρn

∂θ are uniformly bounded and

equicontinuous on [0,T ]×R. Toward this goal, we have al-

ready established uniform bounds. For equicontinuity, it suf-

fices to show D
∂ρn

∂ t
=
[

∂ 2ρn

∂ t2 , ∂ 2ρn

∂ t∂θ

]

and D
∂ρn

∂θ =
[

∂ 2ρn

∂ t∂θ ,
∂ 2ρn

∂θ 2

]

are uniformly bounded on [0,T ]×R for all T > 0. We have

established the existence of a C2 solution ρn(t,θ ) of (15) on

[0,T ]×R. Moreover, along the projected characteristics (20)-

(21), ρn and its partial derivatives
∂ρn

∂ t
and

∂ρn

∂θ , satisfy (22),

(63), and (64), together with (16), (41), and (42), respectively.

That is,

∂ρn+1

∂ t
(t,yn+1(t;θ0)) = pn+1(t;θ0) (82)

∂ρn+1

∂θ
(t,yn+1(t;θ0)) = qn+1(t;θ0) (83)

Thus,

D

[

∂ρn

∂ t
(t,yn+1(t;θ0))

]

=
[

∂ 2ρn

∂ t2 (t,yn+1(t;θ0)),
∂ 2ρn

∂ t∂θ (t,yn+1(t;θ0))
]

[

1 0

G2(s,yn+1(s;θ0) exp
(

∫ s
0

∂G2
∂yn+1

(ν,yn+1(ν;θ0))dν
)

]

=
[

ṗn+1(t;θ0),
∂ pn+1

∂θ0
(t;θ0)

]

, (84)

which yields,

[

∂ 2ρn

∂ t2
(t,yn+1(t;θ0)),

∂ 2ρn

∂ t∂θ
(t,yn+1(t;θ0))

]

=
1

exp
(

∫ s
0

∂G2
∂yn+1

(ν,yn+1(ν;θ0))dν
)

×
[

ṗn+1(t;θ0),
∂ pn+1

∂θ0
(t;θ0)

]

[

exp
(

∫ s
0

∂G2
∂yn+1

(ν,yn+1(ν;θ0))dν
)

0

−G2(s,yn+1(s;θ0)) 1

]

(85)

Also,

D

[

∂ρn

∂θ
(t,yn+1(t;θ0))

]

=

[

∂ρn

∂ t∂θ
(t,yn+1(t;θ0)),

∂ 2ρn

∂θ 2
(t,yn+1(t;θ0))

]

[

1 0

G2(s,yn+1(s;θ0) exp
(

∫ s
0

∂G2
∂yn+1

(ν,yn+1(ν;θ0))dν
)

]

=

[

q̇n+1(t;θ0),
∂qn+1

∂θ0

(t;θ0)

]

, (86)
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which yields,

[

∂ρn

∂ t∂θ
(t,yn+1(t;θ0)),

∂ 2ρn

∂θ 2
(t,yn+1(t;θ0))

]

=
1

exp
(

∫ s
0

∂G2
∂yn+1

(ν,yn+1(ν;θ0))dν
)

×
[

q̇n+1(t;θ0),
∂qn+1

∂θ0

(t;θ0)

]

[

exp
(

∫ s
0

∂G2
∂yn+1

(ν,yn+1(ν;θ0))dν
)

0

−G2(s,yn+1(s;θ0)) 1

]

(87)

We will proceed by showing the the total derivative of
∂ρn

∂θ , i.e.

(87)), is uniformly bounded, independent of n, on [0,T ]×R.

It will then follow that the sequence
{

∂ρn

∂θ

}∞

n=0
, is equicontin-

uous. We have already seen that Dφ−1
n is uniformly bounded,

so it remains to show that the partial derivatives
∂qn+1

∂θ0
(t;θ0)

and q̇n+1(t;θ0) are uniformly bounded for (t,θ0) ∈ [0,T ]×R.

First we derive some bounds on the derivatives of yn+1. If

we differentiate (21) with respect to the initial condition θ0,

we get

∂ ẏn+1

∂θ0
(s;θ0) =

∂

∂θ0

(

k

∫ 2π

0
ρn(s, θ̂ )sin(θ̂ − yn+1(s;θ0))dθ̂

)

=− ∂yn+1

∂θ0
(s;θ0)k

∫ 2π

0
ρn(s, θ̂ )cos(θ̂ − yn+1(s;θ0))dθ̂ , (88)

where we have used ∂
∂θ0

xn+1(t;θ0)≡ 0. This yields

∂yn

∂θ0
(t,θ0) = exp

(

−
∫ t

0
fn(s;θ0) ds

)

= exp

(

−k

∫ t

0

∫ 2π

0
ρn−1(s, θ̂ )cos(θ̂ − yn(s;θ0))dθ̂ ds

)

, (89)

so
∣

∣

∣

∣

∂yn+1

∂θ0
(s;θ0)

∣

∣

∣

∣

≤ ekT . (90)

Recall fn+1(s;θ0) = k
∫ 2π

0 ρn(s, θ̂ )cos(θ̂ − yn+1(s;θ0)) dθ̂ ,

and gn+1(s;θ0) = k
∫ 2π

0 ρn(s, θ̂ )sin(θ̂ − yn+1(s;θ0))dθ̂ . Thus,

for s ∈ [0,T ] ∂ f

∂θ0
and

∂g
∂θ0

are bound in magnitude by kekT on

[0,T ]×R.

Now we look to uniformly bound
∂qn+1

∂θ0
(t;θ0). From (68),

if zn+1(0;θ0) = ρ0(θ0) 6= 0,

qn+1(t;θ0) = zn+1(t;θ0)
2

(

∫ t

0

gn+1(s;θ0)

zn+1(s;θ0)
ds+

ρ ′
0(θ0)

ρ0(θ0)2

)

(91)

= e
∫ t

0 2 fn+1(s;θ0) ds

[

ρ0(θ0)
∫ t

0

gn+1(s;θ0)

e
∫ s

0 fn+1(τ;θ0) dτ
+ρ ′

0(θ0)

]

(92)

Since the derivatives of fn+1 and gn+1 with respect to θ0 are

continuous and bounded in magnitude, since

e
∫ s

0 fn+1(τ;θ0) dτ ≥ e−kT , (93)

and since ρ0(θ0) is C2 and 2π-periodic, we can see from

the Leibniz and quotient rules that
∂qn+1

∂θ0
(s;θ0) is bounded on

[0,T ]×R, independent of n. Or, if zn+1(0;θ0) = 0, then

qn+1(t;θ0) = ρ ′
0(θ0)e

∫ t
0 2 fn+1(s;θ0)ds, (94)

so again we see that
∂qn+1

∂θ0
(s;θ0) is bounded on [0,T ]×R,

independent of n.

Also notice from (24) and the bounds (75)-(80) that q̇n(t)
is uniformly bounded with respect to t on [0,T ]×R. Hence

the sequence
{

∂ρn

∂θ

}∞

n=0
is equicontinuous on [0,T ]×R. From

(15), we see that
{

∂ρn

∂ t

}∞

n=0
is also equicontinuous on [0,T ]×

R. Indeed, if {un}∞
n=1 and {vn}∞

n=1 are uniformly bounded and

equicontinuous, then so is {unvn}∞
n=1.

We have established the following lemma.

Lemma 6. The sequences
{

∂ρn

∂ t

}∞

n=0
and

{

∂ρn

∂θ

}∞

n=0
are uni-

formly bounded and equicontinuous on [0,T ]×R.

From Lemmas 5 and 6 and by the Arzela-Ascoli Theo-

rem, we can choose a subsequence {nk} so that
{

ρnk

}∞

k=0
,

{

∂ρnk

∂θ

}∞

k=0
, and

{

∂ρnk

∂ t

}∞

k=0
converge uniformly on [0,T ]×

[0,2π ]. Then, since ρn(t,θ ) is 2π-periodic in θ , convergence

is also uniform on [0,T ]×R. This yields,

lim
n→∞

ρnk
(t,θ ) = ρ(t,θ ) (95)

lim
n→∞

∂

∂ t
ρnk

(t,θ ) =
∂

∂ t
lim
n→∞

ρnk
(t,θ ) =

∂ρ

∂ t
(t,θ ) (96)

lim
n→∞

∂

∂θ
ρnk

(t,θ ) =
∂

∂θ
lim
n→∞

ρnk
(t,θ ) =

∂ρ

∂θ
(t,θ ) (97)

for (t,θ ) ∈ [0,T ]×R. Furthermore, uniform convergence en-

ables us to pull limits through the integral in (15), so the

subsequence converges uniformly to a C1 solution of (14) on

[0,T ]×R. Since T > 0 was arbitrary, we have established the

following theorem:

Theorem 1. There exists a global C1 solution of PDE (14) on

[0,T ]×R.

Finally, we establish uniqueness of solutions. Suppose

u1(t,θ ) and u2(t,θ ) are C1, solutions of (14) and (11) on

[0,T ]×R. Consider
∫ 2π

0 ((u1(t,θ )− u2(t,θ ))
2

dθ . Differ-
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entiating with respect to t we find

d

dt

∫ 2π

0
(u1 −u2)

2(t,θ) dθ = 2

∫ 2π

0
(u1 −u2)(t,θ)

∂ (u1 −u2)

∂ t
(t,θ) dθ

=−2k

∫ 2π

0
(u1 −u2)(t,θ)

∂ (u1 −u2)

∂ θ
(t,θ)

∫ 2π

0
u2(t, θ̂)sin(θ̂ −θ)dθ̂ dθ

+2k

∫ 2π

0
(u1 −u2)(t,θ)

∂ u1

∂ θ
(t,θ)

∫ 2π

0
(u2 −u1)(t, θ̂)sin(θ̂ −θ) dθ̂ dθ

+2k

∫ 2π

0
(u1 −u2)

2(t,θ)
∫ 2π

0
u2(t, θ̂)cos(θ̂ −θ) dθ̂ dθ

+2k

∫ 2π

0
(u1 −u2)(t,θ)u1(t,θ)

∫ 2π

0
(u1 −u2)(t, θ̂)cos(θ̂ −θ) dθ̂ dθ (98)

= 2k

∫ 2π

0
(u1 −u2)(t,θ)

∂ u1

∂ θ
(t,θ)

∫ 2π

0
(u2 −u1)(t, θ̂)sin(θ̂ −θ) dθ̂ dθ

+ k

∫ 2π

0
(u1 −u2)

2(t,θ)

∫ 2π

0
u2(t, θ̂)cos(θ̂ −θ) dθ̂ dθ

+2k

∫ 2π

0
(u1 −u2)(t,θ)u1(t,θ)

∫ 2π

0
(u1 −u2)(t, θ̂)cos(θ̂ −θ) dθ̂ dθ

≤2k

(√
2π‖ ∂ u1

∂ θ
‖∞ +π‖u2‖∞ +

√
2π‖u1‖∞

)

∫ 2π

0
(u1 −u2)

2(t,θ) dθ , (99)

where ‖ · ‖∞ denotes the supremum on [0,T ]× [0,2π ], and

where we obtain (99) after using integration by parts to com-

bine the first and third integral in (98). Hence, by Gronwall’s

inequality,

∫ 2π

0
(u1 − u2)

2(t,θ ) dθ ≡
∫ 2π

0
(u1 − u2)

2(0,θ ) dθ = 0.

(100)

We have established the following theorem.

Theorem 2. C1 solutions of (14) and (11) on [0,T ]×R are

unique.

IV. CHARACTERIZATION OF THE SOLUTION

In characterizing the solution density it is useful to note
that the subsequence from the proof of Theorem 1 can also
be chosen so that the characteristic curves, yn(t;θ0), converge
uniformly. Indeed, previously we have seen that for (t,θ0) ∈
[0,T ]×R, |ẏn(t;θ0)| = |gn(t;θ0)| ≤ k, and | ∂yn

∂θ0
(t;θ0)| ≤ ekT .

From these bounds, and since yn(0;θ0) = θ0, we see that
{yn}∞

n=1 is uniformly bounded and equicontinuous on [0,T ]×
[0,2π ]. Moreover, since

ẏn(t,θ0) = gn(t;θ0) = k

∫ 2π

0
ρn−1(t, θ̂ )sin(θ̂ −yn(t;θ0)) dθ̂ ,

(101)

and

∂yn

∂θ0
(t,θ0) =exp

(

−
∫ t

0
fn(s;θ0) ds

)

=exp

(

−k

∫ t

0

∫ 2π

0
ρn−1(s, θ̂ )cos(θ̂ − yn(s;θ0))dθ̂ ds

)

, (102)

we see that {ẏn}∞
n=1 and

{

∂yn

∂θ0

}∞

n=1
are also equicontinuous.

Indeed,

|ẏn(t1;θ1)− ẏn(t2;θ2)|=|gn(t1;θ1)−gn(t2;θ2)|

=

∣

∣

∣

∣

k

∫ 2π

0
ρn−1(t1, θ̂ )sin(θ̂ − yn(t1;θ1))

−ρn−1(t2, θ̂ )sin(θ̂ − yn(t2;θ2)) dθ̂

∣

∣

∣

∣

≤|yn(t1;θ1)− yn(t2;θ2)|

+
∫ 2π

0
|ρn−1(t1, θ̂ )−ρn−1(t2, θ̂ )| dθ̂ (103)

Similarly,

| fn(t1;θ1)− fn(t2;θ2)| ≤|yn(t1;θ1)− yn(t2;θ2))|

+
∫ 2π

0
|ρn−1(t1, θ̂ )−ρn−1(t2, θ̂ )| dθ̂ . (104)

Thus, the equicontinuity of {yn}∞
n=1 and {ρn}∞

n=0 on [0,T ]×
[0,2π ], implies that of {ẏn}∞

n=1 and { fn}∞
n=1 . Also, by the

mean value theorem

| ∂ yn

∂ θ0

(t1;θ1)−
∂ yn

∂ θ0

(t2;θ2)| ≤ eKT

(

∫ t1

0
| fn(s,θ1)− fn(s,θ2)|ds+

∫ t2

t1

| f (s,θ2)|ds

)

≤ eKT

(

∫ T

0
| fn(s,θ1)− fn(s,θ2)|ds+ k|t1 − t2|

)

. (105)

Hence,
{

∂yn

∂θ0

}∞

n=1
is also equicontinuous on [0,T ]× [0,2π ].

Therefore, we can choose a subsequence on which yn, ẏn and
∂yn

∂θ0
together with ρn and its derivatives converge uniformly on

[0,T ]× [0,2π ]. We may also note that since yn(t,θ0 + 2π) =
yn(t,θ0)+ 2π , yn converges uniformly on [0,T ]×R. Passing

the limit through (101) and (102), we find:

ẏ(t;θ0) = k

∫ 2π

0
ρ(t, θ̂ )sin(θ̂ − y(t;θ0)) dθ̂ , (106)

and

∂y

∂θ0
(t;θ0) =exp

(

−k

∫ t

0

∫ 2π

0
ρ(s, θ̂ )cos(θ̂ − y(s;θ0))dθ̂ ds

)

(107)

Moreover, there is a unique global solution y(t;t0,θ ) of

ẏ(t) = k

∫ 2π

0
ρ(t, θ̂ )sin(θ̂ − y(t)) dθ̂ , (108)

subject to any initial data y(t0) = θ . By existence and unique-

ness, if we define φ : R2 →R
2 by

φ(t,θ0) := (t,y(t;θ0)) (109)

then φ is onto R
2 and invertible with

φ−1(t,θ ) = (t,y(0;t,θ )). (110)

In fact, as in the proof of Corollary 1, we see that φ and

φ−1 are C1 with uniformly bounded derivatives on [0,T ]×R.
Hence, φ and φ−1 are uniformly continuous on [0,T ]×R.

Now we will show that φn(t,θ0) := (t,yn+1(t;θ0)) and

φ−1
n (t,θ ) := (t,yn+1(0;t,θ )) (see (30) for clarification on this

notation) converge uniformly to φ(t,θ0) and φ−1(t,θ ), re-

spectively, on [0,T ]×R.
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Proof. Uniform convergence of yn implies that of φn. Since

φn converges uniformly to φ on [0,T ]×R, for every ε > 0,

there exists N ∈ N, so that for every n > N, and every θ ∈ R,

|φ(φ−1
n (t,θ ))− (t,θ )|= |φ(φ−1

n (t,θ ))−φn(φ
−1
n (t,θ ))|< ε.

(111)

That is, φ(φ−1
n (t,θ )) → φ(φ−1(t,θ )) uniformly as n → ∞.

Since φ−1 is uniformly continuous, given any t ∈ [0,T ], we

can apply φ−1 to this sequence to find that φ−1
n (t,θ ) →

φ−1(t,θ ) uniformly on [0,T ]×R.

Now we show that uniform convergence of φ−1
n to-

gether with uniform convergence and equicontinuity of

{yn(t;θ0)}∞
n=1 gives uniform convergence of Yn(s, t,θ ) :=

yn(s;yn(0;t,θ )) on [0,T ]× [0,T ]×R.

Proof. Since yn is an equicontinuous sequence, given ε > 0,

there exists an δ > 0, so that for every s ∈ [0,T ], u1,u2 ∈ R,

and m ∈ N,

|u1 − u2|< δ ,→ |ym(s;u1)− ym(s;u2)|<
ε

2
. (112)

Since yn is a uniformly convergent sequence, there exists an

M > 0, so that if m,n > M then

|yn(s;u1)− ym(s;u1)|<
ε

2
. (113)

Also, since φ−1
n is a uniformly convergent sequence, given

δ > 0, there exists an N so that for n,m > N, t ∈ [0,T ] and

θ ∈ R,

|yn(0;t,θ )− ym(0;t,θ )|< δ . (114)

Thus, if δ and ε are as above, and m,n > max{M,N}, then

|yn(s;yn(0;t,θ))− ym(s;ym(0;t,θ))| ≤ |yn(s;yn(0;t,θ))− ym(s;yn(0;t,θ))| (115)

+ |ym(s;yn(0;t,θ))− ym(s;ym(0;t,θ))| (116)

< ε . (117)

That is, Yn(s, t,θ ) is uniformly Cauchy, and hence uniformly

convergent.

By the previous result, we may pull the limit through the

solution formula (39), to find

ρ(t,θ) = ρ0(y(0;t,θ))exp

(

k

∫ t

0

∫ 2π

0
ρ(s, θ̂)cos(θ̂ − y(s;y(0;t,θ))) dθ̂ ds

)

.(118)

This gives a characterization of the solution.

Theorem 3. Continuously differentiable solutions of (10)-

(13) on [0,T ]×R are characterized by the following system:

ρ(t,θ) = ρ0(y(0;t,θ))exp

(

k

∫ t

0

∫ 2π

0
ρ(s, θ̂)cos(θ̂ − y(s;y(0;t,θ))) dθ̂ ds

)

, (119)

ẏ(t;θ0) = k

∫ 2π

0
ρ(t, θ̂)sin(θ̂ − y(t;θ0)) dθ̂ . (120)

Note that since T > 0 is arbitrary, the solution characteriza-

tion is valid for all T.

V. SOME NOTES ABOUT THE STABLE DISTRIBUTION.

Let

g(θ ;t) =

∫ 2π

0
ρ(θ̂ ;t)sin(θ̂ −θ )dθ̂ , (121)

and

f (θ ;t) =

∫ 2π

0
ρ(θ̂ ;t)cos(θ̂ −θ )dθ̂ , (122)

where we treat t as a fixed parameter. Then

g′(θ ;t) =− f (θ ;t) (123)

and

g′′(θ ;t) =−g(θ ;t). (124)

It follows that g(θ ;t) = A(t)cos(θ ) + B(t)sin(θ ). Further-

more, if g(θ ;t) is not equivalent to 0, there must exist exist

two angles ψ(t) ∈ [0,2π ] so that g(ψ(t);t) = 0. Also, since

f 2(θ ;t)+ g2(θ ;t) ≡ C2(t), we have, C2(t) = f 2(ψ(t);t). Fi-

nally, since f (ψ(t)+π ;t) = − f (ψ(t);t) we can choose ψ(t)
so that f (ψ(t);t) =C(t)> 0. Thus, putting x(θ ) = g(ψ(t)−
θ ;t) and y(θ ) = f (ψ(t)− θ ;t) we find that x′′(θ ) = −x(θ ),
x′(0) = f (ψ(t);t) = C(t), and x(0) = g(ψ(t);t) = 0. Thus,

x(θ ) =C(t)sin(θ ) and y(θ ) =C(t)cos(θ ). That is,

g(θ ;t) =C(t)sin(ψ(t)−θ ) (125)

and

f (θ ;t) =C(t)cos(ψ(t)−θ ). (126)

Now the differential equation for y can be written as

ẏ(t;θ0) =C(t)sin(ψ(t)− y(t;θ0)). (127)

We would like to show that y(t;θ0)→ψ(t), mod 2π , as t →∞.

In order to analyze the behavior of y(t;θ0), we will first

characterize the behavior of C(t), which provides a measure

of the order of the system. Indeed, |C(t)| ≤ 1, and C(t) = 1

when ρ(t,θ ) = δ (θ −ψ(t)), where δ denotes the Dirac delta

distribution. Note

C(t) =

∫ 2π

0
ρ(t,θ )cos(θ −ψ(t))dθ (128)

=

∫ 2π

0
ρ0(y(0;t,θ ))e(k

∫ t
0

∫ 2π
0 ρ(s,θ̂)cos(θ̂−y(s;y(0;t,θ))) dθ̂ ds)

× cos(θ −ψ(t)) dθ (129)

Letting u = y(0;t,θ ), equivalently θ = y(t;u), we have

dθ

du
=

∂y

∂u
(t;u) = exp

(

−k

∫ t

0

∫ 2π

0
ρ0(t, θ̂ )cos(θ̂ − y(s;u))dθ̂ ds

)

. (130)

Hence, under this change of variable

C(t) =

∫ 2π

0
ρ0(u)cos(ψ(t)− y(t;u)) du. (131)
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Note here, we use the fact that y(t;θ0 + 2π) = y(t;θ0) + 2π
and the fact that ρ and cos are 2π-periodic to preserve the

domain of integration under the change of variable. Indeed,

if u0 = y(0;t,0) then y(t;u0) = 0, so y(t;u0 + 2π) = 2π , and

u0 + 2π = y(0;t,2π). Choosing k ∈ Z so that u0 ≤ 2kπ ≤
u0 + 2π ,

C(t) =
∫ u0+2π

u0

ρ0(u)cos(ψ(t)− y(t;u)) du (132)

=

∫ 2kπ

u0

ρ0(u)cos(ψ(t)− y(t;u)) du

+

∫ u0+2π

2kπ
ρ0(u)cos(ψ(t)− y(t;u)) du (133)

=

∫ 2kπ+2π

u0+2π
ρ0(u− 2π)cos(ψ(t)− y(t;u− 2π)) du

+
∫ u0+2π

2kπ
ρ0(u)cos(ψ(t)− y(t;u)) du (134)

=

∫ 2kπ+2π

u0+2π
ρ0(u)cos(ψ(t)− y(t;u)+ 2π) du

+

∫ u0+2π

2kπ
ρ0(u)cos(ψ(t)− y(t;u)) du (135)

=

∫ 2kπ+2π

u0+2π
ρ0(u)cos(ψ(t)− y(t;u)) du

+

∫ u0+2π

2kπ
ρ0(u)cos(ψ(t)− y(t;u)) du (136)

=

∫ 2kπ+2π

2kπ
ρ0(u)cos(ψ(t)− y(t;u)) du (137)

=

∫ 2π

0
ρ0(u)cos(ψ(t)− y(t;u)) du. (138)

Under the same change of variable

∫ 2π

0
ρ0(u)sin(y(t;u)−ψ(t)) du =

∫ 2π

0
ρ(t,θ )sin(θ −ψ(t)) dθ = 0. (139)

Hence,

C′(t) =−
∫ 2π

0
ρ0(u)sin(ψ(t)− y(t;u))(ψ ′(t)−C(t)k sin(ψ(t)− y(t;u)) du

=C(t)
∫ 2π

0
kρ0(u)sin2(ψ(t)− y(t;u)) du, (140)

and, C′(t)≥ 0. Since also, C(t)≤ 1, (recall ρ0 is a probability

density), C(t) converges to a finite value, C∗, as t → ∞. Also,

we find that

C(t) =C(0)exp

(

k

∫ t

0

∫ 2π

0
ρ0(u)sin2(ψ(s)− y(s;u)) du ds

)

. (141)

So

lim
t→∞

k

∫ t

0

∫ 2π

0
ρ0(u)sin2(ψ(s)−y(s;u)) du ds = ln

(

C∗

C(0)

)

(142)

is finite. Since, in addition, k
∫ 2π

0 ρ0(u)sin2(ψ(t)−y(t;u)) du

is nonnegative and uniformly continuous on [0,∞) (Note its

derivative is bounded.),

lim
t→∞

k

∫ 2π

0
ρ0(u)sin2(ψ(t)− y(t;u)) du = 0. (143)

Implicitly differentiating

∫ 2π

0
ρ0(u)sin(y(t;u)−ψ(t))du = 0, (144)

we find that ψ(t) is differentiable, and

ψ ′(t) = k

∫ 2π

0
ρ0(u)cos(ψ(t)− y(t;u))sin(ψ(t)− y(t;u)) du. (145)

Hence,

ψ ′(t)− y′(t;θ0) =−kC(t)sin(ψ(t)− y(t;θ0)) (146)

+k

∫ 2π

0
ρ0(u)cos(ψ(t)− y(t;u))sin(ψ(t)− y(t;u))du

Define

ε(t) := k

∫ 2π

0
ρ0(u)cos(ψ(t)−y(t;u))sin(ψ(t)−y(t;u)) du. (147)

Then,

|ε(t)| ≤k

(

∫ 2π

0
ρ0(u)cos2(ψ(t)− y(t;u)) du

)
1
2

×
(

∫ 2π

0
ρ0(u)sin2(ψ(t)− y(t;u) du

)
1
2

. (148)

Since

(

∫ 2π

0
ρ0(u)cos2(ψ(t)− y(t;u))du

)
1
2

≤ 1 (149)

and

lim
t→∞

(

∫ 2π

0
ρ0(u)sin2(ψ(t)− y(t;u))du

)
1
2

= 0 (150)

lim
t→∞

ε(t) = 0. (151)

Setting

ε∗(T ) := sup{|ε(t)| : t ≥ T} , (152)

we see that for t > T ,

ψ ′(t)−y′(t;θ0)>−kC(t)sin(ψ(t)−y(t;θ0))− ε∗(T ) (153)

ψ ′(t)−y′(t;θ0)<−kC(t)sin(ψ(t)−y(t;θ0))+ ε∗(T ). (154)

Since, in addition, C(t) is monotone increasing and positive,

(i) ψ(t)− y(t;θ0) is a subsolution of

f ′+(t) =−kC(T )sin( f+(t))+ ε∗(T ), (155)

for t > T , and 0 < ψ(t)− y(t;θ0)< π .

(ii) ψ(t)− y(t;θ0) is a supersolution of

f ′−(t) =−kC(T )sin( f−(t))− ε∗(T ), (156)

for t > T and π < ψ(t)− y(t;θ0)< 2π .
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(The previous claim involves a slight extension of Theorem

1.2 of9. Please see the appendix.)

Note that since ε∗(t) ↓ 0, and C(t) is increasing, for T large

(155) has stable and unstable steady-state solutions, sT
++ 2 jπ

and uT
++ 2 jπ , j ∈ Z, defined by

sin(sT
+) =

ε∗(T )
kC(T )

, 0 ≤ sT
+ ≤ π

2
(157)

and

sin(uT
+) =

ε∗(T )
kC(T )

,
π

2
≤ uT

+ ≤ π . (158)

Similarly, (156) has stable and unstable steady-state solutions,

uT
−+ 2 jπ and sT

−+ 2 jπ , defined by

sin(uT
−) =− ε∗(T )

kC(T )
, π ≤ uT

− ≤ 3π

2
, (159)

and

sin(sT
−) =− ε∗(T )

kC(T )
,

3π

2
≤ sT

− ≤ 2π . (160)

It follows that if

sT
−+ 2( j− 1)π < ψ(t)− y(t;θ0)< sT

++ 2 jπ (161)

for some t > T, then

sT
−+ 2( j− 1)π < ψ(t)− y(t;θ0)< sT

++ 2 jπ (162)

for all later times.

Also, if for some t > T,

sT
++ 2 jπ < ψ(t)− y(t;θ0)< uT

++ 2 jπ , (163)

then

sT
−+ 2( j− 1)π ≤ limsup{ψ(t)− y(t;θ0)} ≤ sT

++ 2 jπ ,
(164)

and

sT
−+2( j−1)π ≤ liminf{ψ(t)− y(t;θ0)}≤ sT

++2 jπ . (165)

Similarly, if

uT
−+ 2 jπ < ψ(t)− y(t;θ0)< sT

−+ 2 jπ , (166)

then

sT
−+ 2 jπ ≤ limsup{ψ(t)− y(t;θ0)} ≤ sT

++ 2( j+ 1)π ,
(167)

and

sT
−+2 jπ ≤ liminf{ψ(t)− y(t;θ0)}≤ sT

++2( j+1)π . (168)

That is, if there exists t > T so that ψ(t)− y(t;θ0) /∈
⋃

i∈N[u
T
+ + 2iπ ,uT

− + 2iπ ], then there exists j ∈ N so that

ψ(t)− y(t;θ0) is asymptotically contained in [sT
− + 2( j −

1)π ,sT
+ + 2 jπ ]. This means that if U is an open set with

[sT
− + 2( j − 1)π ,sT

+ + 2 jπ ] ⊂ U , then there exists τ , so that

for t > τ , ψ(t)− y(t;θ0) ∈U .

Furthermore, since uT
+ is monotone increasing in T, and uT

−
is monotone decreasing in T , we see that if ψ(t)− y(t;θ0)
is asymptotically contained in [sT

− + 2( j − 1)π ,sT
+ + 2 jπ ],

then ψ(t)−y(t;θ0) is asymptotically contained in [sτ
−+2( j−

1)π ,sτ
++ 2 jπ ], for τ > T. Indeed,

[sT
−+2( j−1)π,sT

++2 jπ]⊂
(

⋃

i∈N
[uT
++2iπ,uT

−+2iπ]

)C

⊂
(

⋃

i∈N
[uτ
++2iπ,uτ

−+2iπ]

)C

. (169)

And, since
(

⋃

i∈N[u
τ
++ 2iπ ,uτ

−+ 2iπ ]
)C

is open, if ψ(t)−
y(t;θ0) is asymptotically contained in [sT

− + 2( j − 1)π ,sT
+ +

2 jπ ], then there exists t > τ , so that ψ(t) − y(t;θ0) /∈
⋃

i∈N[u
τ
+ + 2iπ ,uτ

− + 2iπ ]. Hence, ψ(t)− y(t;θ0) is asymp-

totically contained in [sτ
−+ 2( j− 1)π ,sτ

++ jπ ].
Finally, since sT

−+2( j−1)π → 2 jπ and sT
++2( j)π → 2 jπ ,

as T → ∞, we arrive at the following lemma:

Lemma 8. If there exists T and t > T so that ψ(t)−y(t;θ0) /∈
⋃

i∈N[u
T
+ + 2iπ ,uT

− + 2iπ ], then there exists j ∈ Z so that

ψ(t)− y(t;θ0)→ 2 jπ as t → ∞.

Lemma 9. Fix T > 0. If for all t > T, ψ(t)− y(t;θ0) ∈
⋃

j∈Z[u
T
+ + 2 jπ ,uT

− + 2 jπ ], then there exists j ∈ Z so that

ψ(t)− y(t;θ0)→ (2 j+ 1)π as t → ∞.

Proof. By continuity, if ψ(t)−y(t;θ0)∈
⋃

k∈Z[u
T
++2 jπ ,uT

−+
2 jπ ] for all t > T , then there exists j ∈ Z so that ψ(t)−
y(t;θ0) ∈ [uT

+ + 2 jπ ,uT
− + 2 jπ ] for all t > T . Without loss

of generality, let j = 0, so that ψ(t)− y(t;θ0) ∈ [uT
+,u

T
−] for

all t > T . Suppose toward a contradiction that lim
t→∞

ψ(t)−
y(t;θ0)) 6= π . Then there exists ε > 0, so that for every τ ,

there exists t∗ > τ so that

|ψ(t)− y(t∗;θ0)−π |> ε. (170)

Since uτ
− and uτ

+ converge to π as τ approaches infinity, there

exists τ > T so that

|uτ
−−π |= |uτ

+−π |< ε

2
. (171)

Hence, there exists t∗ > τ > T so that

ψ(t∗)− y(t∗;θ0) /∈ [uτ
+,u

τ
−]. (172)

Since ψ(t)− y(t;θ0) ∈ [uT
+,u

T
−] for all t > T , this means that

ψ(t∗)− y(t∗;θ0) /∈
⋃

i∈N
[uτ

++ 2iπ ,uτ
−+ 2iπ ]. (173)

Hence ψ(t)−y(t;θ0) is asymptotically contained in [sτ
−,s

τ
+]⊂

[sT
−,s

T
+] ⊂ [uT

+,u
T
−]

C, contradicting that ψ(t) − y(t;θ0) ∈
[uT

+,u
T
−] for all t > T.

Lemma 10. There exists at most one initial value θ0 ∈ [0,2π)
so that ψ(t)− y(t;θ0)→ π , mod 2π , as t → ∞.
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Proof. Suppose there exits θ1,θ2 ∈ [0,2π) with θ1 < θ2, and

there exists i, j ∈Z so that lim
t→∞

y(t;θ1)−ψ(t) = (2 j+1)π and

lim
t→∞

y(t;θ2)−ψ(t) = (2i+ 1)π . Since 0 ≤ θ1 < θ2 < 2π and

y(t;θ +2π) = y(t;θ )+2π , by uniqueness of solutions, for all

t,

y(t;0)≤ y(t;θ1)< y(t;θ2)< y(t;0)+ 2π . (174)

Hence i = j, and there exists T , so that for t > T ,

(2 j+1)π − π

4
< y(t;θ1)−ψ(t)< y(t;θ2)−ψ(t)< (2 j+1)π +

π

4
. (175)

Thus, for t > T ,

(y(t,θ2)− y(t,θ1))
′ =−kC(t)(sin(y(t,θ2)−ψ(t))− sin(y(t,θ1)−ψ(t))

=−kC(t)cos(θ (t))(y(t,θ2)− y(t,θ1)); (176)

where θ (t)∈ (y(t;θ1)−ψ(t),y(t,θ2)−ψ(t))

≥ kC(t)

√
2

2
(y(t;θ2)− y(t,θ1)) (177)

≥ kC(T )

√
2

2
(y(t,θ2)− y(t,θ1)) (178)

Putting R = kC(T )
√

2
2

, we see that for t > T , y(t,θ2)−
y(t,θ1) > (y(T,θ2) − y(T,θ1))e

R(t−T ), contradicting that

lim
t→∞

y(t,θ1) = lim
t→∞

y(t,θ2).

Lemma 11. There exists a θC
0 ∈ [0,2π ], and jc ∈N, so that if

θ0 ∈ [0,2π ] and θ0 < θC
0 , then ψ(t)− y(t;θ0)→ 2 jCπ , and if

θ0 ∈ [0,2π ] and θ0 > θC
0 then ψ(t)− y(t;θ0)→ 2( jC + 1)π .

Proof. From the contrapositive of Lemma 9 and Lemma 8, for

each θ0 ∈ R, y(t;θ0)−ψ(t) converges to π , mod 2π or to

0, mod 2π . Note that continuity together with convergence

to a limiting angle, mod 2π , gives convergence to a limiting

angle. Also, since y(t;θ0+2π)= y(t;θ0)+2π , by uniqueness

of solutions, there exists jc ∈ N, so that for each θ0 ∈ [0,2π ],
limt→∞ y(t;θ0)−ψ(t) ∈ [2 jc,2( jc + 1)π ]. Let

θ+ := inf
{

θ0 : θ0 ∈ [0,2π], lim
t→∞

y(t;θ0)−ψ(t) = 2( jC +1)π
}

, (179)

and

θ− := sup
{

θ0 : θ0 ∈ [0,2π], lim
t→∞

y(t;θ0)−ψ(t) = 2 jCπ
}

. (180)

By uniqueness, θ− ≤ θ+. If θ− < θ+, then there exits θ1,θ2

with θ− < θ1 < θ2 < θ+. Hence, y(t;θ1) and y(t;θ2) both con-

verge to (2 jC + 1)π , contradicting Lemma 10. Therefore, it

must be that θ− = θ+, so θC
0 = θ− = θ+ is the desired quan-

tity.

Since y(t;θ + 2π) = y(t;θ ) + 2π , we have the following

lemma.

Lemma 12. There exists a unique θC
0 ∈ [0,2π), so that if θ0 6=

θC
0 , mod 2π , then ψ(t)− y(t;θ0)→ 0, mod 2π as t → ∞.

Now we can characterize the asymptotic behavior of C(t).

Lemma 13. C(t)→ 1 as t → ∞.

Proof. Let µ denote the measure induced by ρ0 so that given

S ⊆ R,

µ(S) =
∫

S
ρ0(θ )dθ . (181)

Let jC ∈Z be such that y(t;θC
0 )−ψ(t)→ (2 jC+1)π as t →∞.

By continuity of ρ0, given 1 >> ε > 0, we can choose δ
so that 1 >> δ > 0, and µ(B(θC

0 ,δ )) <
ε
4
. Note that since

δ < 2π ,

y(t;θC
0 + δ )−ψ(t)→ 2( jC + 1)π , (182)

and

y(t;θC
0 − δ )−ψ(t)→ 2 jCπ . (183)

Thus, we can choose T so that for t ≥ T ,

2( jC +1)π − ε

4
< y(t,θC

0 +δ )−ψ(t) < 2( jC +1)π +
ε

4
(184)

and

2 jCπ − ε

4
< y(t;θC

0 − δ )−ψ(t)< 2 jCπ +
ε

4
. (185)

If θ0 ∈ [θC
0 −π ,θC

0 − δ ]⊂ [θC
0 − 2π + δ ,θC

0 − δ ], then

y(t;θC
0 +δ )−2π = y(t;θC

0 −2π +δ )< y(t;θ0)< y(t;θC
0 −δ ), (186)

and hence, for t > T,

2 jCπ − ε

4
< y(t;θ0)−ψ(t)< 2 jCπ +

ε

4
. (187)

That is, if θ0 ∈ [θC
0 −π ,θC

0 − δ ], then for t > T ,

|y(t;θ0)−ψ(t)|< ε

4
, mod 2π . (188)

Similarly, if θ0 ∈ [θC
0 +δ ,θC

0 +π ]⊂ [θC
0 +δ ,θC

0 +2π−δ ],
then for t > T ,

|y(t;θ0)−ψ(t)|< ε

4
mod 2π . (189)

It follows that if θ0 ∈ B(θC
0 ,δ ) and t > T , then

|y(t;θ0)−ψ(t)|< ε

4
mod 2π , (190)

|sin(y(t;θ0)−ψ(t))|< ε

4
, (191)

and

cos(y(t;θ0)−ψ(t))> 1− ε

4
. (192)

Finally, note that

µ(
(

B(θC
0 ,δ )

)C ∩ [0,2π ])> 1− ε

4
. (193)



On solutions to the continuum version of the Kuramoto model with identical oscillators 13

From the (191)-(193), we see that for t > T,

C(t) =

∫ θC
0 +δ

θC
0 −δ

ρ0(u)cos(ψ(t)− y(t;u)) du

+

∫ θC
0 −δ

θC
0 −π

ρ0(u)cos(ψ(t)− y(t;u)) du

+

∫ θC
0 +π

θC
0 +δ

ρ0(u)cos(ψ(t)− y(t;u)) du (194)

≥− ε

4
+
(

1− ε

4

)2

(195)

≥1− ε, (196)

where we have used (138) to change the domain of integration

in the expression for C(t). Since ε > 0 was arbitrary, C(t)→ 1

as t → ∞.

Now we will show that ψ(t) converges to a fixed value.

First, note that since

d

dt

∫ 2π

0
ρ0(u)y(t;u) du = kC(t)

∫ 2π

0
ρ0(u)sin(ψ(t)−y(t;u)) du ≡ 0, (197)

∫ 2π

0
ρ0(u)y(t;u) du ≡

∫ 2π

0
ρ0(u)y(0;u) du =

∫ 2π

0
ρ0(u)u du. (198)

Also,

lim
t→∞

∫ 2π

0
ρ0(u)(y(t;u)−ψ(t)) du =2 jCπµ([0,θC

0 ))

+2( jC +1)πµ((θC
0 ,2π])

:=L. (199)

Indeed, since for each u ∈ R, y(t;u)−ψ(t) converges as t →
∞, for each u ∈ R, {y(t;u)−ψ(t) : t > 0} is bounded. More-

over, since for every u ∈ [0,2π ], y(t;u) ∈ [y(t;0),y(t;2π)],
{y(t;u)−ψ(t) : t > 0,u ∈ [0,2π ]} is also bounded. Hence,

there exists M so that, for each t > 0 and u ∈ [0,2π ], |y(t;u)−
ψ(t)|< M. Since ρ0 is continuous, given 1 >> ε > 0, we can

choose δ so that 1 >> δ > 0, and µ(B(θC
0 ,δ )) <

ε
3M

. Also,

since for u ∈ [0,θC
0 ), y(t;u)−ψ(t) → 2 jCπ as t → ∞, and

for u ∈ (θC
0 ,2π ], y(t;u)−ψ(t)→ 2( jC + 1)π as t → ∞, there

exists T , so that

(i) for t > T, and u ∈ [0,θC
0 − δ ],

|y(t;u)−ψ(t)− 2 jCπ |< ε

3
; (200)

(ii) for t > T, and u ∈ [θ0 + δ ,2π ],

|y(t;u)−ψ(t)− 2( jC+ 1)π |< ε

3
. (201)

Hence for t > T, and θC
0 ∈ (0,2π)

|
∫ 2π

0
ρ0(u)(y(t;u) − ψ(t)) du−L| <

∫ θC
0
−δ

0
ρ0(u)|y(t;u)−ψ(t)−2 jcπ| du

+
∫ θC

0
+δ

θC
0
−δ

ρ0(u)|y(t;u)−ψ(t)| du

+
∫ 2π

θC
0
+δ

ρ0(u)|y(t;u)−ψ(t)−2( jc +1)π| du

< ε . (202)

A similar equality holds for θC
0 ∈ {0,2π}. This establishes

(199). From (198) and (199), we have the following lemma.

Lemma 14.

lim
t→∞

ψ(t) =

∫ 2π

0
ρ0(u)u du−L. (203)

Proof.

ψ(t) =

∫ 2π

0
ρ0(u)ψ(t) du

=−
∫ 2π

0
ρ0(u)(y(t;u)−ψ(t)) du+

∫ 2π

0
ρ0(u)y(t;u) du

The previous work also gives an alternate characterization

of the solution.

Theorem 4. Continuously differentiable solutions of (10)-

(13) on [0,T ]×R are characterized by the following system:

ρ(t,θ) = ρ0(y(0;t,θ))exp

(

k

∫ t

0

∫ 2π

0
ρ0(u)cos(y(t;u)− y(s;y(0;t,θ))) du ds

)

,

(204)

ẏ(t;θ0) = k

∫ 2π

0
ρ0(u)sin(y(t;u)− y(t;θ0)) du. (205)

Since T > 0 is arbitrary, the solution characterization is

valid for all positive T. The utility of the characterization

(204)-(205), is that the projected characteristic equation can

now be solved independently of the density equation. Hence,

this characterization suggests a numerical algorithm for solv-

ing the model. Finally note that although the solution charac-

terization was derived assuming a twice continuously differ-

entiable initial density, the integral equations may be solvable

under weaker constraints. That is (204)-(205) can be investi-

gated as a weak solution of the Kuramoto model with constant

natural velocities.

VI. CONCLUSION

In this paper we used an iterative method combined with

the method of characteristics for first order partial differential

equations to show existence of global solutions to the contin-

uum version of the Kuramoto model with identical oscillators.
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Our method yields a continuously differential, global solu-

tion and provides a characterization of the oscillator density

in terms of a limiting projected characteristic, y(t;θ0). This

projected characteristic can be considered to describe the dy-

namics of oscillators with an initial phase of θ0. The solu-

tion characterization provides for an asymptotic analysis of

the model solutions. We verify that, in the case of identical

oscillators, for almost every θ0, y(t;θ0) converges, mod 2π ,
to the average phase, ψ(t). Moreover, the oscillator system

asymptotically approaches perfect order, that is C(t) → 1 as

t → ∞. Our results open the door to considerable future work.

The solution characterization suggests both a numerical algo-

rithm for solving the model. In addition, we anticipate the

methods developed here may be extendable to the continuum

version of Kuramoto model with nonidentical oscillators.

Data Availability Statement: Data sharing is not applicable

to this article as no new data were created or analyzed in this

study.

Appendix A: Appendix

Here we provide a corollary of theorem 1.2 of9, which is

useful in section 4. The proof follows that in9.

Corollary A1. Let y and y+ satisfy, y′(t) = F(t,y),
y′+(t) = F+(t,y+), respectively. If there exists t0 ∈ R and

(a,b)⊆ R so that

• y(t0),y+(t0) ∈ (a,b),

• y(t0)≤ y+(t0), and

• F(t,y)< F+(t,y) for y ∈ (a,b),

then y(t)< y+(t) while y(t) ∈ (a,b).

Proof. Let y,y+,F,F+, t0, and (a,b) satisfy the hypotheses of

the corollary statement. Note that by Lemma 1.2 of9 if

y+(t),y(t) ∈ (a,b) for t0 ≤ t ≤ T̂ , then y+ is a supersolution

of y′(t) = F(t,y), on [t0, T̂ ), and hence, y(t)< y+(t) for

t ∈ (t0, T̂ ). Also, by continuity, there exists T̂ so that t0 < T̂ ,
and y(t),y+(t) ∈ (a,b) for t0 < t < T̂ . Hence, there exists T̂

so that y(t)< y+(t) for t0 < t < T̂

Suppose there exists t1 > t0 so that y(t) ∈ (a,b) for

t0 ≤ t ≤ t1, and yet y(t1)> y+(t1). Let

E := {t : t0 < t ≤ t1,y(t)− y+(t)≥ 0} , (A1)

and let s = inf(E). By the approximation property of

infimum and the previous paragraph, s > t0. Hence,

s ∈ (t0, t1], and, by continuity, y+(s) = y(s) ∈ (a,b). Then, by

the third assumption in the corollary statement ˙y− y+(s)< 0,
contradicting that s is the greatest lower bound of E .
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